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AI in the World

SERC at MIT

New Teams, 
New Tools



Opportunities
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The 2019 NIST report (third in a series) analyzed 189 

algorithms from 99 (mostly commercial) developers. They 
assessed performance both for 1:1 matching (for 
verification of a known individual) and for 1:n matching 
(for attempted matches within a whole dataset). [Main 
report: 75pp, plus 1200pp technical appendices.]

Summary: False positive rates highest 
for people from Africa and East Asia, 
lowest for people from Eastern Europe 
(large effect, ~102x). Across geographical 
sets, false positives higher for women 
than men (~ 2 – 5x).

Lots of research activity to develop efficient 
mitigation strategies in laboratory settings...



Facial Recognition Technologies
The US has thousands of distinct law-enforcement 

jurisdictions. Commercial facial-recognition technologies 
are already being used across the country, subject to no 
regulation, standardization, or oversight.



Facial Recognition Technologies
The US has thousands of distinct law-enforcement 

jurisdictions. Commercial facial-recognition technologies 
are already being used across the country, subject to no 
regulation, standardization, or oversight.

Several reported cases of Black men being wrongfully 
arrested due to incorrect FRT matches indicate a 
combination of failures: inadequate technical 
calibrations plus human failures to follow appropriate 
procedures.

More generally: new technologies are deployed within 
existing institutional frameworks.



Facial Recognition Technologies
The US has thousands of distinct law-enforcement 

jurisdictions. Commercial facial-recognition technologies 
are already being used across the country, subject to no 
regulation, standardization, or oversight.

Several reported cases of Black men being wrongfully 
arrested due to incorrect FRT matches indicate a 
combination of failures: inadequate technical 
calibrations plus human failures to follow appropriate 
procedures.

The US has thousands of distinct law-enforcement 
jurisdictions. Commercial facial-recognition technologies 
are already being used across the country, subject to no 
regulation, standardization, or oversight.

Several reported cases of Black men being wrongfully 
arrested due to incorrect FRT matches indicate a 
combination of failures: inadequate technical 
calibrations plus human failures to follow appropriate 
procedures.

Contrast this with other 
examples of forensic science
within the US, such as 
fingerprinting: far from perfect, 
but subject to expert review, 
training, and standardization.
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One billion surveillance 

cameras are now in place 
within 50 countries. Within the 
US alone, facial images of half 

the adult US population are 
already included in databases 
accessible to law enforement.
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corpora of email — critical to algorithmic 
natural-language processing — comes from 
employees of Enron, the large Texas-based energy 
company that declared bankruptcy in December 
2001. 

Ultimately more than 20 executives pleaded 
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felony fraud charges.
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To date, one of the largest and most-used 
corpora of email — critical to algorithmic 
natural-language processing — comes from 
employees of Enron, the large Texas-based energy 
company that declared bankruptcy in December 
2001. 

Ultimately more than 20 executives pleaded 
guilty or were convicted, including on multiple 
felony fraud charges.

In 2003, the U.S. Federal Energy Regulatory 
Commission released 1.6 million emails sent to or 
from 158 Enron senior executives between 2000 
– 2002. After minimal processing, the emails were 
simply made publicly available on a website. 
Employees were given a limited opt-out period. 

(Recall 2003: Mark Zuckerberg was still an 
undergraduate ...)
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Although no legal actions were ever brought against 
99.83% of Enron email users, researchers are still
finding O(104) examples of sensitive personally 
identifiable information within the publicly available 
corpus, including Social Security Numbers, credit card 
numbers, birthdates, bank account numbers... Not to 
mention multiple extramarital affairs and other 
embarrassing episodes.



Natural-Language Processing
More than 20k academic studies have been 

published that make use of the Enron email corpus 
(~1k per year). 

Beyond the privacy concerns, the ubiquitous corpus 
continues to be used as training data for various 
natural-language-processing algorithms.

“If you think there might be significant biases 
embedded in emails sent among employees of a 
Texas oil-and-gas company that collapsed under 
federal investigation for fraud stemming from 
systemic, institutionalized unethical culture, you 
would be right. The Enron emails are simply not 
representative—not geographically, not 
socioeconomically, not even in terms of race or 
gender. Indeed, researchers have used the Enron 
emails specifically to analyze gender bias and power 
dynamics. And yet the Enron emails remain a go-to 
dataset for training AI systems.”

Amanda Levendowski, “How copyright law can fix artificial intelligence’s 
implicit bias problem,” Washington Law Review 93 (2018): 579-630.

The Enron email corpus is a canonical example of 
“biased, low-friction data.”



Beyond “Algorithmic Bias”

policing and sentencing; healthcare; real estate and 
finance; hiring …



Social and Ethical Responsibilities of Computing at MIT



SERC Leadership Team

Julie Shah
Professor, Department of Aeronautics and Astronautics
Director, Interactive Robotics Group, CSAIL
Associate Dean, SERC

David Kaiser
Germeshausen Professor of the History of Science

Professor of Physics
Associate Dean, SERC



Since Spring 2020:
70+ faculty and PIs
50+ undergraduates
35+ graduate students

7+ postdocs

Participants in SERC Action Groups represent all 5 Schools at MIT plus the new MIT 
Schwarzman College of Computing. They have engaged in a sustained fashion within 
multidisciplinary groups for one or more semesters during the past two years.
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Fractal model for embedding SERC 
material throughout the curriculum, 
making it inescapable.

Develop original pedagogical 
materials by multidisciplinary teams
with members from across computing, 
data sciences, humanities, arts, and 
social sciences—for use in each of 
these types of classes. 
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case studies. The cases are brief (4k words), based on 
original research, and appropriate for use in 
undergraduate instruction across a range of existing 
courses and fields of study. 

Each submission is reviewed by 4-6 senior researchers 
at MIT, drawn equally from computing and data sciences 
and from arts, humanities, and social sciences. Each 
submission is also reviewed by MIT undergraduate 
volunteers for balance and accessibility.

Cases are written by 
subject-area experts, 
not limited to MIT.

https://mit-serc.pubpub.org
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Companion site coming soon: original homework 

problems, in-class demos, and active learning projects.
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trained to work in multidisciplinary 
teams to assess potential harms as well 
as benefits from computing research.
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Informed by safety-engineering practices in 
other fields, develop after-incident reports
on unintended consequences originating 
from computing research, development, or 
implementation.

Train crash at Montparnasse station, Paris, 1895

Vision:

Resources and tools used by 
researchers who are engaged in large-
scale applied research partnerships.

Research programs conducted with 
external partners that inform the design 
and use of the tools for better outcomes.

Faculty stewards and champions 
trained to work in multidisciplinary 
teams to assess potential harms as well 
as benefits from computing research.

Our team: computer 
science, robotics and 
automation, law and 
public policy, urban 
studies and planning, 
architecture, philosophy, 
history of technology.

First study: dataset 
combinations (including 
location / mobility data) 
and the reidentification of 
sensitive, personal 
healthcare information.
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can use iteratively to address a series of questions about benefits and burdens of their 
proposed research design, data collection and protection protocols, and potential 
unintended consequences of a given project.
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Beta Testing in Partnership with MIT PIs and graduate researchers, Cambridge 

City Govt, AI & Robotics professional organizations, industry research partners        
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real-world situations.
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sciences are enabling fantastic 
progress and benefits for 
society…
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impacted by the latest technologies as well as the people who implement them.



Identifying potential consequences and rectifying harms requires input and expertise 
from across the fields of science, engineering, humanities, and the social sciences …

… as well as working with partners beyond academia — including people who are 
impacted by the latest technologies as well as the people who implement them.

Our aim with SERC is to freely share what works and what doesn’t, so others 

can adopt and adapt what we do. This requires building new connections among 

researchers and students, across the MIT community and beyond.




