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Connection between AI and Data Science? 

• All applications of AI that you see have been developed by 
− Collecting data 
− Learning models from them 
− Using those models to act 
− Take for example – alphago 

• “The system's neural networks were initially bootstrapped from human gameplay expertise. AlphaGo was initially 
trained to mimic human play by attempting to match the moves of expert players from recorded historical games, 
using a database of around 30 million moves”

• Predictive analytics 

And The Winner Is: Big Data Oscar Picks
This year’s Best Picture will be 12 Years A Slave, according to Academy Award 
prognosticators at Farsite. Will big data get it right?



Academic Research 

ICML @ Sydney
Thirty-fourth International 
Conference on Machine 
Learning

Since 1980

KDD2017

Since 1995

Conference on Neural Information 
Processing Systems

Since 1986



Numerous Data Science Problems 

Tremendous increase in rate at which we are encountering data science problems.
The challenge is not to solve just one problem, but to overcome the bottlenecks 

that prevent us from solving many! 



Build AI products faster 



Building AI products 
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Usage 
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Training 

But we can train many more models for different outcomes from the same data ..  

When is a user most likely to refinance ? 
When is a user most likely to buy next car?
And so on…..

Building AI products 



To unlock the potential of machine learning 

Automatically choose and learn a model 
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Automatically form patterns from historical data 
● Number of times customer was delayed in payments 
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To unlock the potential of machine learning 

Automatically formulate questions

Change from loan default prediction to predict 
refinancing 
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ATM – Automatically choose a model 

Arm 1 Arm 2 

Pick an arm using Multi Armed bandit. Tune the hyperparameters using Gaussian Processes. 
Circa 2014. 

A distributed, multi-model, self-learning platform for machine learning  
US Patent Application 14/598,628
Filed January 16, 2015 



ATM - Open source release and comparing to humans  

Tested on 420 publicly available datasets  
3 million models trained and counting 
Compared against human baselines on OpenML
Ready to use! 
 

ATM: A distributed, collaborative, scalable system for automated machine learning , Proceedings of 
IEEE Big data conference, 2017  



ATM open source library - 2017 

http://bit.ly/MIT-HDI



To unlock the potential of machine learning 

Automatically form patterns from historical data 
● Number of times customer was delayed in payments 
● Rate of change of user’s salary profile 
● Rate of change of user’s credit score  

 



The Quintessential Matrix 

Id X2 X3 X4 ... ... ... Xn Y

First column is id – project(accenture), car(Jaguar) – training example. 

Each column is a feature.  Last column is the label. 

FEATURIZED DATA 



So we started the process of “Data Science” 



So we started the process of “Data Science” 

6 - 8 months 1 week 



The data science process 

Automated 

Deep Feature 
Synthesis

ATM



Testing our automated feature engineering on KAGGLE Competitions

Repeat BuyerProject Excitement Dropout Prediction



Automation – Circa. 2015 

Project Excitement

Repeat Buyer Dropout Prediction

Lines show the standing of the Deep Feature Synthesis in the competition as of May 18th , 2015

Project Excitement

Deep Feature Synthesis: Towards Automating Data Science Endeavors, Proceedings of 

IEEE/ACM Data Science and Advance Analytics Conference, 2015  

GIVEN LEARNING SEGMENTS 

We can generate features, learn models and evaluate



GIVEN LEARNING SEGMENTS 

We can generate features, learn models and evaluate

Automation – Circa. 2015 

Tested against 

1,000
data scientists

Over

1,200 
days saved

On average

 92%
of top score

Deep Feature Synthesis: Towards Automating Data Science Endeavors, Proceedings of 

IEEE/ACM Data Science and Advance Analytics Conference, 2015  



Automation – Circa. 2015 



Featuretools open source library - 2017 

www.featuretools.com



To unlock the potential of machine learning 

Automatically formulate questions

Change from loan default prediction to predict 
refinancing 
 



TRANE

Predict whether the mean sales volume will 
exceed $5000 in a 2-week window



MIT - The Human Data Interaction Project 



Industrial scale problems 



Industrial scale problems 

Predicting software release 
delays 

512 fields, 5 tables
>5 years data 

Predict destination
7000 fields 

> 1 years data



Improved machine learning accuracy by 2x



Accenture 



What about several other types of data? 

Images Signals 



What does the future look like? 

2016 



Deep Mining project aims to construct a end to end Machine Learning system 
automatically and for all data types. 

Here is an example: The handwritten digit recognition problem

Deep Mining - Much broader system 

http://yann.lecun.com/exdb/mnist/


Our automated system – Feb 2018



MIT - The Human Data Interaction Project 

http://bit.ly/MIT-HDI



MIT - The Human Data Interaction Project 

dailabmit@gmail.com

or 

kalyanv@mit.edu 

To receive updates, apply to be one of our partner send email to: 

Goal: 10 new industrial scale applications! 

mailto:dailabmit@gmail.com
mailto:kalyanv@mit.edu

