
Drivers of technological improvement in clean 
energy systems

Jessika E. Trancik


MIT Institute for Data, Systems, and Society 


MIT Japan Conference

January 25, 2019




Solar (photovoltaic) panel from the 80s 

Greenbuildingadvisor.com 



Solar energy today 

A new battery is rarely greeted with as 
much excitement as the latest smart-
phone or a new drug. The energy 

industry is widely perceived as sluggish, a 
provider of basic services and lacking crea-
tivity. In fact, a brighter reality is emerging — 
government support for energy-technology 
development is paying off.

Public policies to encourage the develop-
ment and adoption of renewable-energy 
technologies are essential, because low-
carbon performance is not visible to most 
consumers and carbon is not priced in the 
global market. Yet there is a widespread lack 
of confidence in public-sector efforts to spur 
innovation, as a result of the mixed record of 
governments in picking winners and losers 
among technologies1.

Some governments are considering 

reducing their support for renewable-energy 
projects. The future of the US tax credit for 
new wind energy is uncertain; the United 
Kingdom is debating scaling down subsidies 
for some renewables and relaxing its targets 
for carbon-emissions reductions, and Spain 
has abandoned its incentives programme 
and electricity-price commitments for 
renewable-energy power plants. The coun-
tries of the European Union disagree on a 
common binding target for the adoption of 
renewable energy by 2030.

But now is not the time to cut govern-
ment support for renewables. Each day that 
we delay implementing low-carbon energy 
technologies we increase the likelihood of 
damage from climate change — from storms 
and floods to forest fires, . 

The response of the global energy industry 

to even modest policy interventions has 
been remarkable. Led by China, Europe, 
the United States and Japan, the alternative-
energy sector is booming worldwide2–4. 
Solar and wind technologies have improved 
most rapidly in the past three decades, with  
photovoltaics a hundred times cheaper today 
than in 1975.

Governments should help to maintain 
this progress. Research funds and policies 
to boost markets will mature new energy 
industries and promote the next generation 
of low-carbon technologies.

RAPID INNOVATION
The speed of energy-technology innovation 
is only just coming to light as long-term data 
sets become available. My analyses of 30 or 
more years of data2–4 show that the costs of 

Back the renewables boom
Low-carbon technologies are getting better and cheaper each year, but continued 

public-policy support is needed to sustain progress, says Jessika E. Trancik.

A solar power plant on a former military air base in Finowfurt, Germany.
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1977 Volvo electric vehicle 
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Electric vehicles in 2016: Tesla Model S 

Greenbuildingadvisor.com Motortrend.com 



Example: Photovoltaics (solar) modules cost 
decline

Kavlak, McNerney, Trancik, Energy Policy 2018. 



Why did photovoltaics module costs fall?



• 60% research and development funding and 30% market-
stimulating policies? 

or 

• 30% research and development funding and 60% market-
stimulating policies?

Government policy drivers of PV modules’ cost decline?



Approaches to modeling technology costs and 
innovation

• Correlational analysis of technology innovation trends

e.g. Nagy et al. 2013, Koh and Magee 2008, McDonald and Schrattenholzer 2001.



Approaches to modeling technology costs and 
innovation

• Correlational analysis of technology innovation trends 

• Static engineering models

e.g. Fu et al.  2016, Seel et al. 2014, Goodrich et al. 2012, Powell et al. 2013, Jones-Albertus et al. 2016



Approaches to modeling technology costs and 
innovation

• Correlational analysis of technology innovation trends 

• Static engineering models 

• Dynamic, mechanistic models of technological change



Three-step process to identify cost change drivers

• Develop cost equations 

• Derive cost change equations (‘low-level mechanisms’) 

• Identify key human efforts, strategies (‘high-level mechanisms’)

Kavlak, McNerney, Trancik, Energy Policy 2018. 



Photovoltaics cost decomposition
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Kavlak, McNerney, Trancik, Energy Policy 2018. 



Cost equation 

2

mechanisms of improvement.
In this paper we focus on crystalline silicon because this PV technology has a long history and

has had the dominant market share among PV technologies [30]. Since 1950s, this technology has
improved steadily due to R&D and manufacturing e↵orts [25]. We analyze the costs starting in 1980
because this was the time when terrestrial applications of PV overtook its space applications, and
terrestrial PV technologies di↵ered from those of space since they did not require as high quality
and reliability [9,31,32]. Since PV modules are manufactured and traded globally, the geographical
focus of our analysis is global.

The paper is organized as follows: Section 2 provides a detailed explanation of the cost model,
the method of obtaining cost changes and the data and assumptions used to obtain the results.
In Section 3 we show the results of our analysis and discuss their implications. We then conclude
with a discussion of our theoretical contributions to the technological change literature and applied
contributions to the understanding of the past and future developments in PV.

2 Model

In this section we describe the cost model and the method of obtaining cost changes. We also
explain the data used in calculating the cost and cost changes.

2.1 Cost equation

We model the PV module costs by using a cost equation. The cost components are calculated
based on quantities of inputs and prices of inputs used in manufacturing. There are costs at the
wafer, cell and module manufacturing levels. The module cost can be written in the following way
to show the cost breakdown at di↵erent levels:
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where

nmc number of cells per module
ncw number of wafers per cell
yw yield at wafer manufacturing
yc yield at cell manufacturing
ym yield at module manufacturing
�wi quantity of input i per wafer
�ci quantity of input i per cell
�mi quantity of input i per module
pi price of input i.

Eq. 1 shows the cost in units of dollars per module. Next we obtain the module cost per power
output by dividing the cost per module, Cm, by the power output of the module. The power
output of the module, Km, is a function of the solar energy received by unit area (solar constant,
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Kavlak, McNerney, Trancik, Energy Policy 2018. 



Key low-level mechanisms 
• Module efficiency 
• Yield 
• Wafer area 
• Silicon usage 
• Silicon price 
• Manufacturing plant size

Reduced form cost equation 

2
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Kavlak, McNerney, Trancik, Energy Policy 2018. 



Photovoltaics cost decomposition

Kavlak, McNerney, Trancik, Energy Policy 2018.; Inspiration from Nemet, Energy Policy 2006



Example: Cost change due to changes in module efficiency

319

Total cost change 
due to variable z

} }
Factor change induced 
in Ci by a change in z

Representative value of 
cost component Ci in 

time period t1, t2

Photovoltaics component cost change equations

Kavlak, McNerney, Trancik, Energy Policy 2018. 



Low-level mechanisms of cost reduction
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Si usage
Si usage

Kavlak, McNerney, Trancik, Energy Policy 2018. 
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Mechanisms of cost reduction
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Low-level mechanisms 
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Low-level mechanisms 

Mechanisms of cost reduction

Research and development (R&D) 

Learning-by-doing 

Economies of scale 

Other e.g. spillover

High-level mechanisms 

Identify high-level 
mechanisms 
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High-level mechanisms of cost reduction
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Si usage
Si usage

EOS=economies of scale 
LBD=learning by doing

Kavlak, McNerney, Trancik, Energy Policy 2018. 



Government policy contributions to cost reduction

4

Si usage
Si usage

Kavlak, McNerney, Trancik, Energy Policy 2018. 



• 60% research and development funding and 30% market-
stimulating policies? 

or 

• 30% research and development funding and 60% market-
stimulating policies?

Government policy drivers of PV modules’ cost decline?



14 Chapter 2. Historical trends in photovoltaics and wind energy conversion
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Figure 2.1: Installed capacity of photovoltaics (PV) in different countries over time. (a) Annual installed
capacity of PV in GWDC per year, differentiated by country, for the ten countries with the highest
cumulative installed capacity in 2014 [18, 19, 20]. (b) Cumulative installed PV capacity in GWDC for the
same ten countries. Decommissioned projects are not subtracted from the total. (c), Annual leader in
annual PV installation. (d), Annual leader in cumulative PV installation.

recent years.
Figure 2.2 shows the corresponding annual and cumulative installed capacity of wind power

worldwide. The early market for wind power was driven by the U.S., which held the lead in cumulative
capacity until it was overtaken by Germany in 1997. The rapid growth of wind power in China since
2009 has positioned it as the current worldwide leader in installed wind capacity. While the U.S.,
Germany, and China have been the largest drivers of total wind generation capacity, Denmark has
dominated in wind deployment per capita and per GDP, and currently produces the equivalent of
roughly 40% of its electricity demand in wind power.

R&D on wind and PV technologies has similarly been the result of efforts across many nations, and
has been led on an absolute scale by many of the same countries that have been leaders in deployment.
The appendix shows the annual and cumulative spending on publicly-funded PV and wind R&D
across the ten IEA member countries with the highest current cumulative R&D spending on these
technologies. The U.S. has been the global leader in cumulative R&D spending on each of these
technologies throughout the entire observed period, carried by a significant surge of funding beginning
during the 1973 oil crisis and reaching a peak during the 1979 oil crisis. The U.S. has been a frequent
leader in annual R&D funding since then, with Germany and Japan often taking the lead for PV and
Italy and the UK taking the lead for wind. R&D funding for PV and wind per capita and per GDP,
shown in the Appendix, tell a somewhat different story. Wind per-capita and per-GDP R&D funding
has been nearly entirely dominated by the Nordic countries, primarily Denmark and Sweden. Norway
and the Netherlands (breaking the Nordic-only pattern) also led by these metrics for a few years. PV
R&D funding per capita and per GDP has primarily been led by Switzerland, with the U.S., Germany,
and other countries taking the lead at various times.

The global expansion in the deployment of wind power, and particularly in the deployment of
solar power, has consistently outstripped projections. Figure 2.4 shows a series of ‘reference scenario’

Trancik, Brown, Jean, Kavlak, Klemun, Edwards, McNerney, Miotti, Mueller, Needell, Technical Report, 2015 



Why did photovoltaics module costs fall?

• Efficiency, yield and other low-level mechanisms responsible                                        
(many possible knobs to turn) 

• R&D and economies of scale dominant high-level mechanisms  

• Market expansion policies played a critical role in reducing costs



Prospective assessment of PV module cost 
reduction

High-level mechanismsLow-level mechanisms

EOS=economies of scale 
LBD=learning by doing

Kavlak, McNerney, Trancik, Energy Policy 2018. 
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Profitability of storage technologies for solar and 
wind energy

Braff, Mueller, Trancik, Nature Climate Change 2016



Profitability of storage technologies for solar and 
wind energy

0 1 2 3

0

1

Days

Ė
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Figure 1: Electricity output to maximize revenue from a hypothetical hybrid storage and renewable
energy plant located in McCamey, TX with a storage power Ėmax of 1 MW/MWgen, a duration h
of 4 hours (Table S1). Data is shown here for a sample of 3 days in each season of the year, though
the analysis considers all days of the year. Storage allows plant output to shift from the natural
generation profile (middle row) to periods of high prices (bottom row: electricity price; top row:
optimized output). Results for Palm Springs, CA and Plymouth, MA are shown in Supplementary
Information Figures S3 and S4, respectively.
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Figure 2: Value � of a wind hybrid plant in Texas versus storage size, power Ėmax (MW stor-
age/MW generation) and duration h (hrs), for a wind generation cost Cgen of $1/W and energy and
power-related costs of storage (Cpower

storage, C
energy
storage) ranging from $50/kWh-$150/kWh and $50/kW-

$150/kW respectively. The optimal storage system size is found for each storage energy and power-
related cost pair to maximize the value of the hybrid plant (�max). Similar plots for solar in TX, and
wind and solar in MA and CA, and for varying generation costs, are shown in the Supplementary
Information Figures S9 - S17.
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Braff, Mueller, Trancik, Nature Climate Change 2016



Cost and emissions of vehicle powertrains 
(see carboncounter.com)

Miotti, Supran, Kim, Trancik, Environmental Science & Technology 2016; carboncounter.com 
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FIG. 1. Energy intensities and velocity histories of trips with similar distances and durations. Trips

shown are similar to the EPA highway (HWFET) drive cycle in terms of distance and duration,

but have di↵ering energy intensities, demonstrating the importance of considering velocity histories

in determining trip energy requirements. Top: fuel economy distribution (kWh per mile) for the

2013 Nissan Leaf, for trips in the GPS database that have a distance and duration similar to the

EPA HWFET. Bottom: velocity profiles of the three trips marked on the above plot.

trips taken. These factors can have a large impact on vehicle range (Figures 1-2). Given

EPA estimated fuel economy of 116 MPGe, battery capacity of 24 kWh, allowed depth of

discharge of 80% (in keeping with the Leaf’s ‘long life mode’ [37], Supplementary Section

1.3), and charging losses of 10%, we would predict the 2013 Nissan Leaf to have a range of

73 miles. Our model predicts 74 miles as the median range—the distance for which half of

all vehicle-days could be covered on one charge. However, variation in trip velocity profiles

and auxiliary power use produces a distribution of ranges (Figure 2), and our model predicts

that 1 out of 20 of 58-mile vehicle-days could not be covered by existing batteries, and 1 out

of 20 of 90-mile vehicle-days could.

Furthermore, application of the model reveals that the BEV’s median range changes

nonlinearly with battery capacity, because velocity profiles tend to di↵er between short and

long distance travel days. As an example, increasing the battery’s specific energy to an

Advanced Research Projects Agency-Energy (ARPA-E) target value of 200 kWh/kg [38]

5

Based&on&driving&pa.erns&
across&all&U.S.&ci4es&and&
millions&of&drivers….&

~90%%of%vehicles%can$be$replaced$
by$a$low.cost$electric$vehicle$on$
an$average$day,$even$if$only$
nigh7me$charging$is$available.$
$
This$number$is$remarkably$
similar$across$diverse$ci=es,$from$
Houston$to$New$York.$

Needell, McNerney, Chang, Trancik, Nature Energy 2016

Daily adoption potential of electric vehicles
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