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Abstract: Decades of research in control theory have shown that simple controllers, when provided with timely feedback, can control complex systems. Pushing is an example of a complex mechanical system that is difficult to model accurately due to unknown system parameters such as coefficients of friction and pressure distributions. In this paper, we explore the data-complexity required for controlling, rather than modeling, such a system.

Results show that a model-based control approach, where the dynamical model is learned from data, is capable of performing complex pushing trajectories with a minimal amount of training data (<10 data points). The dynamics of pushing interactions are modeled using a Gaussian process (GP) and are leveraged within a model predictive control approach that linearizes the GP and imposes actuator and task constraints for a planar manipulation task.
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1 Introduction

Control theory has a rich history of designing reactive, reliable, and accurate controllers by leveraging simple and approximate dynamical models of the real world. Due to the nature of feedback, which reevaluates the state of the system in real-time, approximate dynamical models that capture the essential properties of the system can be effective at applying corrective decisions. In contrast to traditional model-based control approaches, a growing trend in the robotics community is to learn control policies directly from experience, which typically rely on a very large quantity of training data to achieve good performance. This paper explores the data-complexity required to control manipulation tasks with a model-based approach, where the model is learned from data. We employ this methodology to the problem of pushing an object on a planar surface, and find that we can design effective control policies with small data requirements (less than 10 datapoints) while achieving accurate closed-loop performance.

We are particularly interested in contact-rich robotic tasks where the dynamics are largely dominated by frictional interactions. Such tasks remain challenging for both model-based and learning-based control approaches. Classical physics-based control methods struggle to control such systems due to the non amenable nature of their motion equations which include hybridness and underactuation. While model-free approaches do not require a description of the motion model, they typically rely on large quantities of data that make their generalization to more complex tasks challenging.

In this paper, we investigate a planar manipulation problem where the goal is to control the pose of an object using a robotic pusher. Planar pushing is a minimal example of an underactuated manipulation task where the object motion is dominated by frictional interactions [1]. The accurate modeling of planar pushing from first principles has proved difficult, due to
unknown coefficients of friction and indeterminacies in the pressure distribution between
the object and the surface where it slides.

This paper aims to show that it is possible to accurately control a mechanical system such
as planar pushing, with a very small amount of experimental data, through a flexible control
architecture that combines GP regression with MPC. While each of these pieces has been
separately studied in the context of planar pushing, the novelty of the paper lies in: 1) the
combination of both; and 2) the insight that a very small amount of data is sufficient to
control the system (less than 10 data points). The contributions of the paper are:

1. Model-based control policy where the pushing model is learned directly from data.
   We show that a model learned with Gaussian processes can be effectively used in
   an MPC framework.
2. Performance comparison between analytical and data-driven controllers. We combine
   both analytical and learned model of pushing within an MPC framework.
3. Study of the data-complexity requirements needed to achieve stable control.

A key result is that while around 200 datapoints are sufficient to match the performance
of the analytical controller, a much smaller number, in the order of 10, already produces
functional stable tracking behavior. A video showing our approach and the experiments can
be found at https://youtu.be/Z45O480p1j0.

This paper is structured as: planar pushing modeling, controller design, experimental re-
sults, and discussion. Both theory and results are presented for two different modeling
strategies: analytical and data-driven. The analytical model refers to a pushing model de-

erived from first principles using Newtonian and frictional mechanics. This approach leads to
hybrid dynamics that makes feedback control design difficult [1]. The data-driven approach
is based on a smooth Gaussian process model learned from data, which proves effective for
control purposes.

2 Related Work

The problem of planar pushing has a rich literature due to its theoretical and practical
importance as one of the simplest nonprehensile manipulation problems. Since Mason [2]
introduced the problem in 1986, there has been a wealth of research on its modeling, plan-
ning, and control.

Early work on pushing focused on first principles models of planar pushing interactions. Due
to indeterminacies in the pressure distribution between an object and its support surface,
Mason [2] introduced the voting theorem that can resolve the direction of rotation of an
object under an external pushing action without explicit knowledge of the pressure distribu-
tion. Following Mason’s seminal work, several researchers have proposed practical models,
most notably Goyal et al. [3], who introduced the concept of limit surface and Lynch et al.
[4] that used it to model the dynamics of planar pushing.

In recent years, researchers have turned to data-driven techniques to improve the accuracy
of pushing interactions [5, 6, 7, 8, 9]. Of particular interest is Zhou et al. [9], that presents
a physics-inspired data-driven model for systems with planar contacts. The algorithm ap-
proximates the limit surface as the level set of a convex polynomial.

The limit surface has proven to be a valuable tool for simulation [4] and planning [10],
but has remained challenging for controller design due to its hybrid nature, i.e. contacts
can stick or slide. To address this issue, recent work has either restricted the control to
predefined dynamical regimes [11] or applied heuristic methods to plan through different
contact modes in real-time. Another approach has been to deploy data-driven methods to
control pushing tasks [12, 13, 14, 15, 16, 17].

3 Planar Pushing Modeling

The dynamics of planar pushing are notoriously difficult to model due to uncertainties in
the system’s coefficients of friction and the indeterminacy in pressure distribution between
the object and the support surface. By assuming quasi-static interactions (negligible inertial forces) and an ellipsoidal limit surface, Lynch et al. [4] derive an analytical mapping between pusher and object velocities. To circumvent the approximations made in Lynch et al. [4], Bauza and Rodriguez [18] have recently employed a data-driven approach to capture the dynamics of the system without relying on uncertain parameters such as pressure distributions or coefficients of friction. This section details both the analytical and data-driven models used in subsequent sections for controller design.

3.1 Analytical Model

Figure 1(a) illustrates the planar pushing system, where \( x, y, \theta \) denote the geometric center of the object and its orientation in the world frame. The term \( p_y \) relates the tangential distance between the pusher and the center-line of the object in the body frame.

![Planar pushing system with world frame \( F_n \) and body frame \( F_b \). We denote the length of the square as \( a \).](image)

Figure 1: Problem description for the analytical pushing model. A key difficulty with the analytical model is that it exhibits different hybrid dynamics regimes due to the nature of Coulomb’s friction. This complicates the feedback controller design.

When the pusher interacts with the object, it impresses a normal force \( f_n \), a tangential frictional force \( f_t \), and torque \( \tau \) about the center of mass. Assuming quasi-static interactions, the applied force causes the object to move in the perpendicular direction to the limit surface, \( H(w) \), as defined by Zhou et al. [9]. As a result the object twist in the body frame is given by \( \tau = \nabla H(w) \) where the applied wrench \( w = [f_n f_t \tau] \) can be written as \( w = J^T(n f_n + d f_t) \) with \( n = [1 0]^T \), \( d = [0 1]^T \), and \( J = \begin{bmatrix} 1 & 0 & -p_y \\ 0 & 1 & p_x \end{bmatrix} \). The system’s motion equations are

\[
\dot{x} = f_m(x, u_m) = \begin{bmatrix} R t \\ \dot{p}_y \end{bmatrix}, \quad R = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}, \tag{1}
\]

where \( x = [x y \theta p_y]^T \) is the state vector and \( u_m = [f_n f_t \dot{p}_y]^T \) the control input. Due to the nature of physical interactions, the applied forces \( f_n, f_t \) and the relative contact velocity \( \dot{p}_y \) must obey frictional contact laws. Coulomb’s frictional model is depicted in Fig. 1(b), where three different regimes between the pusher and the object are identified: sliding right, sticking, and sliding left. The Coulomb’s frictional model can be expressed using the mathematical constraints \( \dot{p}_y = 0 \) and \( |f_t| < \mu_p |f_n| \) when the pusher is sticking relative to the object, \( \dot{p}_y > 0 \) and \( f_t = \mu_p f_n \) when the pusher is sliding left relative to the object, and \( \dot{p}_y < 0 \) and \( f_t = -\mu_p f_n \) when the pusher is sliding right relative to the object. As investigated in Hogan and Rodriguez [1], these discontinuous constraints in the dynamics lead to a hybrid system that makes controller design challenging.
3.2 Data Driven Model

As an alternative to the analytical model, we consider the data-driven approach proposed by Bauza and Rodriguez [18] that better captures the complex frictional interactions between pusher, object, and support surface. Bauza and Rodriguez [18] showed that as few as 100 samples are enough to train a Gaussian process (GP) to surpass the accuracy of the analytical model.

We train a GP to model for each output using a zero mean prior and the Automatic Relevance Determination (ARD) squared exponential kernel function

\[ k(x, x') = \sigma^2_f \exp\left(-\frac{(x - x')^T \Lambda^{-1} (x - x')}{2}ight) \]

where \( \sigma^2_f \) is the signal variance and \( \Lambda \) is a diagonal matrix with the estimated characteristics lengths of each input dimension [19].

To collect data, the robot executes pushes with random initial contact position \( p_y \) and direction \( \beta \) as in Yu et al. [20]. The angle \( \beta \) describes the orientation of the pusher relative to the object body frame where \( \tan \beta = \frac{v_n}{v_t} \), and \( v_n, v_t \) denote the pusher velocity in the body frame. The learning problem is defined as:

**Inputs**: \([p_y, \beta]^T\), as defined above.

**Outputs**: \( \Delta \theta_b = [\Delta x_b, \Delta y_b, \Delta \theta_b]^T \), where \( \Delta x_b, \Delta y_b, \) and \( \Delta \theta_b \) represent the displacement of the object’s center and change in orientation in the body frame for the duration of the push \( \Delta t \). Figure 2 shows the model obtained for \( \Delta \theta_b \) depending on the training datapoints.

By leveraging the quasi-static assumption, which neglects inertial effects, the model is learned for a predetermined velocity \( V_{nom} \) and scaled proportionally with the velocity of the pusher to recover the object velocity in the body frame as \( \dot{x}_b = \frac{\|v_p\| V_{nom}}{\Delta t} \Delta x_b \), where \( v_p = [v_n, v_t]^T \) is the pusher velocity in the body frame.

![Figure 2: Training data (dots) and learned model for the object’s change in orientation, \( \Delta \theta_b \) (rad). From left to right the number of datapoints is 10, 100 and 1000. We observe that the model complexity and accuracy increases with the number of training data.](image)

We write the data-driven motion equations in a similar form to (1). The velocity of the pusher relative to the object is resolved in the body frame as

\[ \begin{bmatrix} \dot{p}_x \\ \dot{p}_y \end{bmatrix} = v_p - J\dot{x}_b. \] (2)

The data-driven motion equations are

\[ \dot{x} = f_d(x, u_d) = \begin{bmatrix} Rx_b \\ \dot{p}_y \end{bmatrix}, \] (3)

where the control input for the data-driven model is \( u_d = v_p \).

4 Controller Design

This section presents the feedback policy design used for real-time control of planar pushing. We control both the analytical and the learned models with a model predictive control
(MPC) framework due to its flexibility to the algebraic form of the model, and the possibility to enforce state and action constraints. The model predictive controller acts by simulating the model forward and finding an open loop sequence of control inputs that brings the system close to a desired trajectory. By resolving this optimization in real-time and applying the first action determined in the control sequence, this strategy can act as an effective closed-loop stabilizing policy.

**Model Predictive Control (MPC):** Given the current error state $\vec{x}_0$ and a nominal trajectory $(\vec{x}_i^\star, \vec{u}_i^\star)$, solve

$$
\min_{\vec{x}_i, \vec{u}_i} \quad \vec{x}_N^T Q_N \vec{x}_N + \sum_{i=0}^{N-1} \left( \vec{x}_{i+1}^T Q \vec{x}_{i+1} + \vec{u}_{i}^T R \vec{u}_{i} \right)
$$

subject to

$$
\vec{x}_{i+1} = \vec{x}_i + h \left[ A_i \vec{x}_i + B_i \vec{u}_i \right] \quad \text{(Linearized Motion Equations)},
$$

$$
\vec{x}_i \in \mathcal{X} \quad \text{(State Constraints)},
$$

$$
\vec{u}_i \in \mathcal{U} \quad \text{(Input Constraints)},
$$

with integration time step $h$, $\vec{x}_i = x_i - x_i^\star$ and $\vec{u}_i = u_i - u_i^\star$. The terms $Q$, $Q_N$, and $R$ denote weight matrices associated with the error state, the final error state, and the control input. The optimization is performed by linearizing the dynamics of the system about a desired nominal trajectory with $A_i = \frac{\partial \vec{x}}{\partial \vec{x}} |_{x_i^\star, u_i^\star}$ and $B_i = \frac{\partial \vec{x}}{\partial \vec{u}} |_{x_i^\star, u_i^\star}$. The nominal trajectory is computed using the analytical model with sticking interactions to avoid hybridness as done in Zhou and Mason [21].

The model predictive approach offers the flexibility to test the same controller design on both the analytical and the data-driven model. The controller design formulation for both settings is described below.

## 4.1 Analytical Model

The analytical model uses the control input $u_m = [f_n \ f_t \ \dot{p}_y]$ along with the motion equations (1). We include a constraint on $|\dot{p}_y|$ to keep the pusher within the object’s edge.

Due to the nature of frictional contacts, as described earlier in Section 3.1, the input constraints are hybrid and not amenable to conventional MPC designed for continuous systems. In this paper, we follow the Family of Modes (FOM) heuristic, as introduced in Hogan and Rodriguez [1], to address this problem.

## 4.2 Data Driven Model

The data-driven model is more amenable than the analytical model for MPC as it presents continuous differential equations. As such, no particular care needs to be taken with regard to system hybridness and selecting mode sequences. The control input is given directly by the velocity of the pusher in the body frame of the object $u_d = v_p$ along with the motion equations (3) linearized about the nominal trajectory.

To address the stochastic nature of GPs, we make use of the certainty equivalent approximation [22], which acts by setting random values with their expected value during the optimization process. In the case of the pusher-slider system modeled with GPs, this implies that the mean of the dynamics are propagated forward by setting the state noise value to 0. This approximation is computationally beneficial since it converts a stochastic optimization problem into a deterministic one. This approximation has been shown to produce good results for linear systems, where the certainty principle is optimal for systems with additive Gaussian noise.

## 5 Results

This section evaluates the performance of the analytical and data-driven controllers based on their ability to follow a given track. The purpose of the task is to accurately control the motion the object using a point robotic pusher about a desired timed trajectory.
5.1 Experimental Setup

Figure 3 depicts the robotic setup and the two target trajectories investigated during the experiments. We use an industrial robotic manipulator (ABB IRB 120) along with a Vicon camera system to track the position of the object as in [23]. The material used for the support surface is plywood with an estimated frictional coefficient of $\mu_g = 0.35$. The estimated coefficient of friction of the pusher-object interactions is $\mu_p = 0.3$ and the object is a square of length 90mm and 0.827 kg of mass.

The parameters of each controller are tuned to obtain their best performance on the 8-track trajectory at 80 mm/s. For the data-driven controller, the parameters are only optimized for the model with 5000 data points. The MPC parameters for the analytical model are $Q = [6000, 3000, 10, 0]$, $Q_N = Q$, associated with the state $x = [x, y, \theta, p_y]^T$ and $R = [0.1, 0.001, 0.001]$ associated with $u_m = [f_n, f_t, \dot{p}_y]^T$. For the learned model, we use $Q = [6000, 3000, 10, 3000]$, $Q_N = Q$, and $R = [10, 0.001]$, associated with $x = [x, y, \theta, p_y]^T$ and $u_d = v_p$, respectively. Both controllers consider time increments of $h = 0.01s$ and $N = 35$ time steps.

5.2 Model comparison

Table 1 compares the performance of the analytical and the data-driven controller designs on a series of trajectory tracking problems. The performance of each controller is measured by computing the average mean squared error over the duration of the experiment between the desired trajectory and the actual motion of the object’s geometric center (see Fig.4). In this section, we conduct four benchmark experiments for each controller: 1. low tracking velocity (20 mm/s) without external perturbations, 2. high tracking velocity (80mm/s) without external perturbations, 3. high tracking velocity (80mm/s) with external perturbations, and 4. square tracking at 50mm/s. Two perturbations types are considered in order to test the robustness of the controllers: tangential and normal. Tangential perturbations are applied laterally to the motion of the object by perturbing the initial position of the contact point from its desired position. Normal disturbances are applied orthogonal to the object’s motion by detaching the object away from the robotic pusher by 30mm.

Table 1: Controller performance comparison

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Error (Analytical)</th>
<th>Error (Data-Driven)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-track no perturbation, $v = 80$ mm/s</td>
<td>9.56 mm</td>
<td>8.50 mm</td>
</tr>
<tr>
<td>8-track no perturbation, $v = 20$ mm/s</td>
<td>2.89 mm</td>
<td>6.53 mm</td>
</tr>
<tr>
<td>8-track normal perturbation, $v = 80$ mm/s</td>
<td>11.10 mm</td>
<td>8.52 mm</td>
</tr>
<tr>
<td>8-track tangential perturbation, $v = 80$ mm/s</td>
<td>12.37 mm</td>
<td>9.28 mm</td>
</tr>
<tr>
<td>Square trajectory, $v = 50$ mm/s</td>
<td>4.95 mm</td>
<td>6.60 mm</td>
</tr>
</tbody>
</table>

Table 1 summarizes the tracking performance results for the analytical and data-driven (5000 datapoints) controllers. Both controller designs successfully achieve closed-loop tracking.
within 10mm accuracy when no external perturbations are applied. It is worth noting that although the data-driven model only performs marginally better than its model-based counterpart, its controller design is much simpler to implement as it relies on a continuous dynamical model and doesn’t suffer from discontinuous dynamics.

5.3 Influence of data

To evaluate the amount of data required to perform the trajectory tracking task, we run the controller for the data-driven model with an increasing quantity of training data: $N = \{10, 20, 50, 100, 200, 500, 1000, 2000, 5000\}$. We consider the case of high velocity (80mm/s) as it is the most challenging for the controller design. Figure 5 shows that around two hundred points are sufficient to get an accuracy equivalent to that of the analytical model.

When decreasing the amount of data, the control parameters are tuned for the model with 5000 data points and kept equal across models. The data for the reduced datasets takes subsets such that smaller datasets are always contained within bigger ones.

Figure 5 reports the effect of increasing the size of the data to train the GP model. Results show that the tracking performance increases as the model accuracy improves. Perhaps most surprising is that closed-loop performance was possible for the data-driven model with as few as 10 data points with an accuracy of 14 mm. This illustrates that feedback control can work with very simple dynamical models that capture the essential behavior of the dynamics. By continuously reassessing the state of the object and recomputing the control action in real-time, the controller can act as to correct previous mistakes and track the desired trajectory.

For GP models trained on random datasets with less than 10 points, the controller was unstable, i.e., unable to complete the entire lap while remained in contact with the pusher. The data generated for training the GP model in Fig. 5 is at random within the available dataset of experimental pushes. However, interestingly, as later discussed in Section 6,
when we carefully select the data used for training the GP, the controller can work with as few as 5 training points. This result on the lower limit for closed-loop stable tracking was unexpected and shows that data-efficiency can be achieved through a model-based control approach, where the model is directly learned from data.

6 Discussion

This paper explores a data-driven approach to control planar pushing tasks. Results show that learning the dynamics of the system from data and controlling the resulting model can be a data-efficient approach, and can achieve reactive and accurate robot/object interactions. We choose an algebraic form for the model that is continuously differentiable (GP), which is more amenable to apply tools from control theory. The hyperparametrization of the GP model as a function of the data ensures that even if the task has hybrid dynamics, the hybridness is only explicit in the data distribution but not in the algebraic form. In practice, we have found that a minimal amount of data can lead to a stable controller, implying that approximate models of contact interactions can be effective when combined with feedback. Given a set of fixed control parameters, the presented data-driven controller design was able to track both the 8-track and square trajectories show in Fig. 3 at varying speeds, and for different amounts of data and perturbations for the case of the 8-track. This ability to generalize to new tasks is an advantage of model-based control formulations where the model learned can be adapted to new scenarios by leveraging physics.

In this paper, we aimed to answer questions regarding the learning and control representations that are more appropriate for reactive manipulation tasks. What is the level of complexity that should be captured by the motion model? How much data is required? Should system hybridness be explicitly included in the motion model? Our key findings are:

1. Learning a model for control is easier than learning a model for accurate simulation. We are able to get high performance control using a model trained on as little as 5 hand-selected datapoints or 10 datapoints selected at random. This result indicates what it is not surprise to the control community, that approximate simple models can enable powerful control mechanisms. We have shown that this simple models can be learned from data.

2. The combination of GP model learning and model predictive control yields a practical and data-efficient framework to learn and control motion models. By stabilizing the motion of an object about a predetermined trajectory, MPC only requires the learned model to be accurate to first order by exploiting feedback.

3. By formulating the model in velocity space, the hybridness inherent of frictional contacts (see Fig. 1(b)) softens as the implicit dependence on reaction forces is hidden. This smoothing of the dynamics offers major controller design advantages without compromising the accuracy of the resulting controllers.

A limitation of the proposed methodology is that it relies on tracking a nominal trajectory both in state and actuation spaces. These are required when linearizing the system’s dynamics and are obtained in this paper by relying on planning with respect to the analytical model. Another limitation is that the contact state between the object and the robot is always assumed to be in a contact phase. As such, the controller cannot reason about separation and does not have the ability to switch sides to have better controllability on the object. These generalization would yield a combinatorial input space which would be difficult to handle by a regular GP.

To further improve the performance of the system, we believe that online adaptation of the nominal trajectory (feedforward control) by performing iterative learning control [24] can achieve more aggressive and accurate pushing actions. Most importantly, we are interested in applying the learning control methodology presented in this paper to manipulation problems of higher complexity, with more contact formations and higher degrees of freedom.
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